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Abstract This paper proposes a constrained receding
horizon control (RHC) for a nonlinear time-delay sys-
tem with input and state delays. The control law is ob-
tained by minimizing a receding horizon cost function
with weighting functions of inputs and states on the
end portion of the horizon. For stability, a general con-
dition on the weighting functions is presented and its
feasibility is illustrated via a certain type of nonlin-
ear time-delay systems. In order to deal with input and
state constraints, an invariant set is obtained, where the
trajectories of the inputs and the states satisfy given
constraints and stay forever under some conditions.
It is shown in a numerical example that the proposed
RHC guarantees the closed-loop stability for nonlinear
time-delay systems while meeting the constraints.
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1 Introduction

For a long time, receding horizon control (RHC), also
known as model predictive control (MPC) has been
well known to be an effective strategy in industry as
well as academy. Basically, the popularity of the RHC
stems from the fact that optimization is taken over the
finite time to obtain the controls. As an optimization
based control, the RHC offers a good performance in
comparison with other controls [1–5]. The RHC can
also handle input and state constraints or somewhat
complicated hybrid systems through the finite time
optimization [6, 7]. Furthermore, an extension of the
RHC to nonlinear systems is so tractable that it has at-
tracted much attention recently as a practical control
scheme [8–12].

Time-delays in inputs and states arise frequently
in engineering and science problems: chemical pro-
cess, communication and network systems, trans-
portation systems, and biological systems [13–15].
On the optimal controls for such time-delay sys-
tems, there are some researches presented in 1960
to 1980 [16–19]. However, these had not been de-
veloped any further because of the difficulty in the
computation and the implementation. Recently, the ad-
vancement of computer technologies enables us to im-
plement such complicated optimal controls for time-
delay systems and compute them within a reasonable
time [20, 21]. Based on such optimal controls for
linear time-delay systems, the authors proposed the
unconstrained RHCs for input-delayed systems [22]
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and state-delayed systems [23, 24] individually. Since
nowadays computing power can afford to obtain the
optimal controls even for general constrained nonlin-
ear time-delay systems with both input and state de-
lays, it would be meaningful to obtain a stabilizing
constrained RHC for such a system. As mentioned be-
fore, the RHC could be also a good choice for nonlin-
ear time-delay systems due to its good extensibility to
nonlinear systems.

In this paper, we propose a constrained receding
horizon control with the guaranteed closed-loop sta-
bility for nonlinear time-delay systems with input and
state delays. For stability, a new cost function with
weighting functions of inputs and states on the end
portion of the horizon is introduced. As a general-
ization of the concepts for delay-free systems, a cost
monotonicity condition and an invariant set for a non-
linear time-delay system are introduced from the pro-
posed cost function. Specially, a functional set is in-
troduced as an invariant set, which would be a gen-
eralized version of an existing Euclidean ellipsoid set
for delay free systems. In order to handle constraints,
some conditions on inputs and states on the end por-
tion of the horizon are also proposed. The feasibil-
ity and the performance are illustrated through a nu-
merical example for a certain type of nonlinear sys-
tems. All simulation files are available from the web-
site [25].

This paper is structured as follows: In Sect. 2, the
problem is formulated with the introduction of some
assumptions and notations. In Sect. 3, the condition
for nonincreasing monotonicity of the optimal cost is
presented, from which an invariant set is introduced.
In Sect. 4, the cost monotonicity condition and the
invariant set are put together to achieve the stability
of the RHC. In Sect. 5, a special class of nonlinear
time-delay systems is introduced for the illustration of
the proposed RHC. In Sect. 6, a numerical example is
given and the conclusions will be drawn in Sect. 7.

2 Problem formulation

Consider the following nonlinear time-delay system:

ẋ(t) = f
(
x(t), x(t − hx),u(t), u(t − hu)

)
,

x(t) = φ(t), t ∈ [−hx,0],
u(t) = ψ(t), t ∈ [−hu,0],

(1)

where x(·) ∈ �n is the state, u(·) ∈ �m is the con-
trol input, hx and hu are the state and input delay
size, respectively, and φ(·) ∈ Cn[−hx,0] and ψ(·) ∈
Cm[−hu,0] are the given initial values for the state
and the input, respectively. It is assumed that the input
and the state are restricted to some regions

u(·) ∈ U ⊂ �n, x(·) ∈ X ⊂ �m, (2)

where U and X are compact sets including the origin.
The controls should steer the states to the origin while
satisfying the constraints (2).

In order to obtain the RHC, we will first consider
the following finite horizon cost function:

J (x,u, t0, t1) =
∫ t1

t0

{
l1

(
x(τ)

) + l2
(
u(τ)

)}
dτ

+ JF (xt1, ut1), (3)

where t0 is the initial time, t1 is the final time, l1(·) and
l2(·) are positive functions of the state and the input,
respectively, xt and ut denotes x(t + θ), θ ∈ [−hx,0],
and u(t + θ), θ ∈ [−hu,0], respectively, and JF (·, ·) is
a terminal weighting cost function given by

JF (xt1 , ut1) = g1
(
x(t1)

) +
∫ t1

t1−hx

g2
(
x(τ)

)
dτ

+
∫ t1

t1−hu

g3
(
u(τ)

)
dτ, (4)

with some positive functions g1(·), g2(·), and g3(·). It
is assumed that α1(‖x‖) ≤ l1(x) ≤ α2(‖x‖),
α3(‖u‖) ≤ l2(u) ≤ α4(‖u‖), α5(‖x‖) ≤ g1(x) ≤
α6(‖x‖), α7(‖x‖) ≤ g2(x) ≤ α8(‖x‖), and α9(‖x‖) ≤
g3(x) ≤ α10(‖x‖) with continuous, positive-definite,
and strictly increasing functions αi : [0,∞) → [0,∞),
i = 1, . . . ,10, satisfying αi(0) = 0. It is noted that the
terminal weighting cost function (4) has three terms
related to the final state at the time t1, and the states
and the inputs on the end portions [t1 − hx, t1] and
[t1 − hu, t1] of the horizon. It is shown later on that
these terms play a key role in designing the RHC that
guarantees the closed-loop stability. Even though two
terms in (4) of the paper do not have much physical
meaning, they make cost functions become Lyapunov
functions.

The finite horizon optimal control will be obtained
to minimize the cost function (3) with the initial time
t0 and the final time tf while satisfying the constraints
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(2) and some conditions discussed in the next section.
The RHC with the horizon size T can be then ob-
tained by replacing t0 and tf with the current time t

and t + T , respectively. The stability of the proposed
RHC depends on the choice of final weighting func-
tions g1(·), g2(·), and g3(·) in (4).

3 Monotonicity of the optimal cost and an
invariant set

In this section, we will show how to choose final
weighting functions g1(·), g2(·), and g3(·) in the cost
function (4) so that the optimal cost of each horizon is
nonincreasing as the horizon slides forward with time.
The nonincreasing monotonicity of the optimal cost
plays an important role in proving the closed-loop sta-
bility of the proposed RHC.

Adding ∗ to the cost function (3) and represent-
ing it in terms of initial states and inputs, we denote
the optimal cost by J ∗(xt0, ut0 , t0, t1). We first show
that J ∗(xt0 , ut0, t0, t1) is a nonincreasing function with
respect to t1 under some condition on the terminal
weighting functions and then consider the monotonic-
ity of the receding horizon cost, i.e., J ∗(xt , ut , t, t +
T ).

Theorem 1 Assume that g1(·), g2(·), and g3(·) in (3)
satisfy the following inequality for all xσ and uσ :

l1
(
x(σ )

) + l2
(
k(xσ ,uσ )

)

+
(

∂g1

∂x

)T

f
(
x(σ ), x(σ − hx), k(xσ ,uσ ), u(σ − hu)

)

+ g2
(
x(σ )

) − g2
(
x(σ − hx)

)

+ g3
(
k(xσ ,uσ )

) − g3
(
u(σ − hu)

) ≤ 0, (5)

where k(·, ·) is a certain functional of xσ and uσ . Then
the optimal cost J ∗(xτ , uτ , τ, σ ) satisfies the follow-
ing relation:

∂J ∗(xτ , uτ , τ, σ )

∂σ
≤ 0, τ ≤ σ. (6)

Proof u1(t) and u2(t) denotes the optimal controls to
minimize J (x,u, τ, σ + 	) and J (x,u, τ, σ ), respec-
tively. x1(t) and x2(t) are the corresponding state tra-
jectories driven by u1(t) and u2(t), respectively. It fol-

lows with these notations that we have

∂J ∗(xτ , uτ , τ, σ )

∂σ

= lim
	→0

1

	

{
J ∗(xτ , uτ , τ, σ + 	)

− J ∗(xτ , uτ , τ, σ )
}

= lim
	→0

1

	

{∫ σ

τ

[
l1

(
x1(t)

) + l2
(
u1(t)

)]
dt

+ J ∗(x1
σ , u1

σ , σ, σ + 	
)

−
∫ σ

τ

[
l1

(
x2(t)

) + l2
(
u2(t)

)]
dt − g1

(
x2(σ )

)

−
∫ σ

σ−hx

g2
(
x2(t)

)
dt −

∫ σ

σ−hu

g3
(
u2(t)

)
dt

}
.(7)

If u1(·) is replaced by u2(·) up to σ and a certain feed-
back control u1(t) = k(xt , ut ) for t ≥ σ , then the fol-
lowing inequality is obtained:

∂J ∗(xτ , uτ , τ, σ )

∂σ

≤ lim
	→0

1

	

{∫ σ

τ

[
l1

(
x2(t)

) + l2
(
u2(t)

)]
dt

+ J
(
x2, k(·, ·), σ, σ + 	

)

−
∫ σ

τ

[
l1

(
x2(t)

) + l2
(
u2(t)

)]
dt − g1

(
x2(σ )

)

−
∫ σ

σ−hx

g2
(
x2(t)

)
dt −

∫ σ

σ−hu

g3
(
u2(t)

)
dt

}

= l1
(
x2(σ )

) + l2
(
k
(
x2
σ , u2

σ

))

+
(

∂g1

∂x

)T

f
(
x2(σ ), x2(σ − hx),

k
(
x2
σ , u2

σ

)
, u2(σ − hu)

)

+ g2
(
x2(σ )

) − g2
(
x2(σ − hx)

) + g3
(
k
(
x2
σ , u2

σ

))

− g3
(
u2(σ − hu)

) ≤ 0,

where the first inequality comes from the optimality of
the cost function. It is noted that, since u(t) = k(xt , ut )

for t ≥ σ may not be optimal on [σ, σ + 	], the re-
sulting state trajectory on [σ, σ + 	] is neither x1nor
x2. However, we still used x2 instead of introducing a
new variable because 	 is close to zero and hence a
real trajectory approaches x2.
This completes the proof. �
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For linear systems, the cost monotonicity condi-
tions have been well known to be useful for showing
the stability of the RHC [4, 5, 22, 24]. The inequality
(5) for a nonlinear time-delay system is a generaliza-
tion of the existing cost monotonicity conditions. It is
also noted that the inequality (5) should hold without
respect to xσ and uσ . To the end, g1(·), g2(·), g3(·),
and k(·, ·) in (5) should be properly chosen, which will
be discussed in the next section.

The monotonicity of the receding horizon cost
function J ∗(xt , ut , t, t +T ) can be easily derived from
the inequality (6). Partitioning the horizon [t, t + T ]
into [t, t + θ ] and [t + θ, t + T ] and using the in-
equality (6) yield

J ∗(xt , ut , t, t + T )

≥
∫ t+θ

t

[
l1

(
x(τ)

) + l2
(
u∗(τ )

)]
dτ

+ J ∗(xt+θ , ut+θ , t + θ, t + T + θ), (8)

where u∗(·) denotes the optimal control. Dividing both
sides of (8) by θ and taking the limit as θ → 0, we have

dJ ∗(xt , ut , t, t + T )

dt
≤ −l1

(
x(t)

) − l2
(
u∗(t)

)
, (9)

which means that J ∗(xt , ut , t, t + T ) is strictly de-
creasing except for zero states and inputs.

In addition to the cost monotonicity condition, an
invariant set including the origin is necessary for guar-
anteeing the stability when the constraints are im-
posed. Once the state enters the invariant set and a
simple feedback control u(t) = k(xt , ut ) is applied,
the state stays inside forever while meeting the con-
straints. If the state is far away from the origin, we
have only to steer it to the invariant set. In this paper,
we employ the following invariant set:

E t
F

�= {
xt , ut |JF (xt , ut ) ≤ γ

}
, (10)

for a given positive constant γ . The invariant property
of the set (10) can be easily shown as follows: Accord-
ing to the inequality (5), we have

dJF (xt , ut )

dt
≤ −l1

(
x(t)

) − l2
(
k(xt , ut )

)
, (11)

which means that JF (·, ·) decreases with time and thus
the trajectories generated from states and inputs in E t

F

stay inside. It is noted that all states and inputs in E t
F

should belong to U and X in (2) in order for any tra-
jectories in E t

F to stay inside while meeting the con-
straints. However, it may be difficult to do so since
constraints U and X in (2) take the pointwise form
based on the L∞ norm bound while E t

F does the inter-
valwise form based on the L2 norm bound. Due to in-
tegration terms of the terminal weighting function (4),
large states and inputs can happen in a moment even
with a small γ and then violate the constraints at some
time points. In order to overcome this problem, a sub-
set of E t

F is considered, where constraints are satisfied.
To begin with, we introduce an additional set of the

inputs and the states,

E t
C

�= {
xt , ut |x(τ) ∈ X for τ ∈ [t − hx, t],
u(τ ) ∈ U for τ ∈ [t − hu, t]

}
, (12)

where all trajectories generated from the inputs and
states in (12) satisfy the constraints (2). Using the set
(12), we can redefine the terminal invariant set consid-
ering constraints (2) as

E t �= E t
C ∩ E t

F . (13)

It implies that any trajectories starting from the inputs
and the states in E t stay inside E t

F while meeting the
constraints. In other words, once the state enters E t in-
stead of E t

F , there is a certain control such as a stabiliz-
able feedback control u(t) = k(xt , ut ), which makes
the state stay inside E t

F forever while meeting the con-
straints. How to choose E t

C will be discussed later on
for a certain type of nonlinear time-delay systems.

4 Stability of the RHC

A cost monotonicity condition and an invariant set
introduced in previous sections are put together to
achieve the stability of the RHC. To begin with,
the following theorem summarizes the stability of
the RHC for unconstrained systems, i.e., U = �n,

X = �m.

Theorem 2 If ∂J ∗(xt ,ut ,t,σ )
∂σ

|σ=t+T ≤ 0, the uncon-
strained system (1) with the proposed RHC is asymp-
totically stable.

Proof In the previous section, we showed that
∂J ∗(xt ,ut ,t,σ )

∂σ
|σ=t+T ≤ 0 implies dJ ∗(xt ,ut ,t,t+T )

dt
≤
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−l1(x(t))− l2(u
∗(t)). Since J ∗(xt , ut , t, t +T ) is pos-

itive for nonzero states and inputs and strictly decreas-
ing with time according to (9), it can serve as a Lya-
punov function. So, we can conclude that all states
go to the origin, and hence the closed-loop system is
asymptotically stable. This completes the proof. �

For constrained systems, i.e., U � �n, X � �m,
an invariant set in the previous section is utilized to
guarantee the feasibility, or obtain a stabilizing RHC
for all the time. The optimization problem for the RHC
can be formulated as follows:

min
u

J (x,u, t, t + T ),

subject to (1), (2), (ut+T , xt+T ) ∈ E t+T .

(14)

Each time, the RHC is computed by solving an opti-
mization problem (14) on the finite future horizon and
choosing only the current control. This procedure then
repeats at the next time. Collecting the above results,
we have the following theorem.

Theorem 3 Assume that there exist g1(·), g2(·), g3(·),
and k(·, ·) satisfying the condition (5) for all xσ and
uσ . If the optimization problem (14) is feasible at the
initial time, then the system (1) with the RHC is asymp-
totically stable.

Proof The terminal condition (ut+T , xt+T ) ∈ E t+T

guarantees that the inequality (5) still holds for con-
strained systems. In other words, the terminal feed-
back control u(t + T ) = k(xt+T , ut+T ) in (5) is fea-
sible due to (ut+T , xt+T ) ∈ E t+T . The stability can
be shown in a similar way to the Theorem 2 for un-
constrained systems.

If the optimization problem (14) has a solution
at the initial time, this solution is one of stabiliz-
ing controls that satisfy constraints. An open loop
optimal control for the optimization problem (14)
over the horizon [t, t + T ] and a feedback con-
trol u(t) = k(xt , ut ) after t + T compose a stabi-
lizing control working for [t, ∞]. In other words,

we have at least one stabilizing solution for all the
time. By optimizing the cost function each time, we
can obtain the better solution. This completes the
proof. �

Until now, we have dealt with general nonlinear
systems. In the next section, the systems and the cost

functions are functions are specified to get imple-
mentable solutions.

5 A special class of nonlinear time-delay systems

It is difficult to find g1(·), g2(·), g3(·), and k(·, ·) in
Theorem 1 for general nonlinear time-delay systems
(1). In this section, a special class of nonlinear time-
delay systems is introduced, for which g1(·), g2(·),
g3(·), and k(·, ·) satisfying the inequality condition (5)
can be easily obtained by solving a linear matrix in-
equality(LMI) problem.

Consider the following nonlinear time-delay sys-
tems

ẋ(t) = Ax(t) + Df1
(
x(t)

) + A1x(t − hx)

+ D1f2
(
x(t − hx)

) + Bu(t)

+ Ef3
(
u(t)

) + B1u(t − hu)

+ E1f4
(
u(t − hu)

)
,

where x(t) = φ(t) for t ∈ [−hx,0 ], u(t) = ψ(t) for
t ∈ [−hu,0 ], and fi(·) satisfy

‖fi(x) − Lix‖2 ≤ ‖Mix‖2,

fi(0) = 0,
(15)

for i = 1,2,3,4. Assume that l1(·) and l2(·) in (3) have
quadratic forms: l1(x(t)) = xT (t)Qx(t), l2(u(t)) =
uT (t)Ru(t), where Q = QT > 0 and R = RT > 0.

Theorem 4 If there exist X > 0, Y1, Y2, Y3, Z, S,
ε1 > 0, ε2 > 0, ε3 > 0, and ε4 > 0 such that

⎡

⎢⎢⎢⎢
⎣

P11 P1,2 P1,3 X X YT
1 YT

1 XMT
1 O YT

1 MT
3 O

� −Z O O O YT
2 YT

2 O ZMT
2 YT

2 MT
3 O

� � −S O O YT
3 YT

3 O O YT
3 MT

3 SMT
4

� � � 


⎤

⎥⎥⎥⎥
⎦

< O (16)
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where 
, P11, P12, and P13 are given by


 = diag
(−Z,−Q−1,−S,−R−1,

− ε1I,−ε2I,−ε3I,−ε4I
)

P11 = (
(A + DL1)X + (B + EL3)Y1

)T

+ (
(A + DL1)X + (B + EL3)Y1

)

+ ε1DDT + ε2D1D1
T + ε3EET + ε4E1E

T
1 ,

P12 = (A1 + D1L2)Z + (B + EL3)Y2,

P13 = (B1 + E1L4)S + (B + EL3)Y3,

then the inequality condition (1) is satisfied with
g1(x(t)) = xT (t)Qf x(t), g2(x(t)) = xT (t)Qhx(t),
g3(x(t)) = uT (t)Rhu(t), and k(xt , ut ) = K1x(t) +
K2x(t − hx) + K3u(t − hu). Furthermore, Qf , Qh,
Rh, K1, K2, and K3 are obtained from

Qf = X−1, Qh = Z−1, Rh = S−1,

K1 = Y1X
−1, K2 = Y2Z

−1, K3 = Y3S
−1.

Proof By utilizing the well-known inequality xT y +
yT x ≤ εxT x + ε−1yT y for any positive ε, we can eas-
ily obtain the following inequality:

l1
(
x(σ )

) + l2
(
k(xσ ,uσ )

) +
(

∂g1

∂x

)T

f
(
x(σ ), x(σ − hx), k(xσ ,uσ ), u(x − hu)

)

+ g2
(
x(σ )

) − g2
(
x(σ − hx)

) + g3
(
k(xσ ,uσ )

) − g3
(
u(σ − hu)

)

≤
⎡

⎢
⎣

x(σ )

x(σ − hx)

u(σ − hu)

⎤

⎥
⎦

T ⎡

⎢
⎣

(1,1) (1,2) (1,3)

� (2,2) (2,3)

� � (3,3)

⎤

⎥
⎦

⎡

⎢
⎣

x(σ )

x(σ − hx)

u(σ − hu)

⎤

⎥
⎦ , (17)

where block matrices indexed by a pair of numbers are
given by

(1,1) �
(
A + DL1 + (B + EL3)K1

)T
Qf

+ Qf

(
A + DL1 + (B + EL3)K1

)

+ε1Qf DDT Qf + ε2Qf D1D1
T Qf

+ ε3Qf EET Qf + ε4Qf E1E
T
1 Qf

+ ε−1
1 MT

1 M1 + KT
1

(
R + Rh

+ ε−1
3 MT

3 M3
)
K1 + Qh + Q

(1,2) � Qf

(
A1 + D1L2 + (B + EL3)K2

)

+ KT
1

(
R + Rh + ε−1

3 MT
3 M3

)
K2

(1,3) � Qf

(
B1 + E1L4 + (B + EL3)K3

)

+ KT
1

(
R + Rh + ε−1

3 MT
3 M3

)
K3

(2,2) � −Qh + ε−1
2 MT

2 M2

+ KT
2

(
R + Rh + ε−1

3 MT
3 M3

)
K2

(2,3) � KT
2

(
R + Rh + ε−1

3 MT
3 M3

)
K3

(3,3) � −Rh + ε−1
4 MT

4 M4

+KT
3

(
R + Rh + ε−1

3 MT
3 M3

)
K3.

If the 3-by-3 block matrix in (17) is negative definite,
we can say that the cost monotonicity condition is sat-
isfied. From the Schur complement method, the nega-
tive definiteness of the 3-by-3 block matrix in (17) is
equivalent to

⎡

⎢⎢⎢⎢
⎣

P11 P12 P13 I I KT
1 KT

1 MT
1 O KT

1 MT
3 O

� −Qh O O O KT
2 KT

2 O MT
2 KT

2 MT
3 O

� � −Rh O O KT
3 KT

3 O O KT
3 MT

3 MT
4

� � � �

⎤

⎥⎥⎥⎥
⎦

< O (18)
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where �, P11, P12, and P13 are defined by

� � diag
(−Q−1

h ,−Q−1,−R−1
h ,−R−1,−ε1I,

− ε2I,−ε3I,−ε4I
)

P11 �
(
A + DL1 + (B + EL3)K

)T
Qf

+ Qf

(
A + DL1 + (B + EL3)K

)

+ ε1Qf DDT Qf + ε2Qf D1D1
T Qf

+ ε3Qf EET Qf + ε4Qf E1E
T
1 Qf ,

P12 � Qf

(
A1 + D1L2 + (B + EL3)K2

)
,

P13 � Qf

(
B1 + E1L4 + (B + EL3)K3

)
.

Pre- and post-multiplying the inequality (18) by
diag(Q−1

f ,Q−1
h ,R−1

h , I, I, I, I, I, I, I, I ) and perform-

ing the change of variables such that X � Q−1
f ,

Z � Q−1
h , S � R−1

h , Y1 � K1Q
−1
f , Y2 � K2Q

−1
h ,

and Y3 � K3R
−1
h , the inequality (18) is equiva-

lently changed into the LMI (16). This completes the
proof. �

Remark 1 For linear systems with state or input delay
case, i.e., D = E = D1 = E1 = O , the LMI (16) is
exactly the same with the LMI in [24] and [22].

From now on, we discuss how to choose E t
C that is

introduced in the previous section. For simple compu-
tation, E t

C is taken as follows:

E t
C = {

xt , ut |xT (τ )Qf x(τ) ≤ γx,

τ ∈ [t − hx, t], uT (τ )Rhu(τ) ≤ γu,

τ ∈ [t − hu, t]
}
. (19)

At least, γx and γu should be chosen such that all states
and inputs in E t

C belong to X and U , respectively. Such
γx and γu are denoted by γx1 and γu1. What remains
to check is whether the trajectories stay inside.

If the gain K3 satisfies the following inequality:

[
1
3Rh KT

3

K3 R−1
h

]

> O, (20)

we can choose γx and γu such that the following in-
equality holds:

uT (t)Rhu(t) = (
K1x(t) + K2x(t − h)

+ K3u(t − h)
)T

Rh

(
K1x(t)

+ K2x(t − h) + K3u(t − h)
)

≤ 3λmax
(
Q

− 1
2

f KT
1 RhK1Q

− 1
2

f

)
γx

+ 3λmax
(
Q

− 1
2

f KT
2 RhK2Q

− 1
2

f

)
γx

+ 3λmax
(
R

− 1
2

h KT
3 RhK3R

− 1
2

h

)
γu

≤ γu (21)

for all (xt , ut ) ∈ E t
C . These γx and γu are denoted by

γx2 and γu2. The inequality (21) tells us that E t
C is in-

variant with respect to the inputs, and thus input trajec-
tories satisfy the constraints U if γu2 ≤ γu1. If we take
the final γx and γu as min{γx1, γx2} and min{γu1, γu2},
respectively, and set γ in E t

F to γx , we can construct
a set E t . The reason for γx = γ is that E t

C is invariant
with respect to the states, and thus all state trajectories
satisfy the constraints X . As mentioned in the Sect. 3,
all trajectories starting from the inputs and the states
in the set E t stay inside E t

F while meeting the con-
straints. The condition on K3 (20) can be considered
in computing the LMI (16).

6 Numerical example

In this section, a numerical example is presented to
illustrate the performance of the proposed RHC. Con-
sider a nonlinear system given by

[
ẋ1(t)

ẋ2(t)

]
=

[
0 1

0.2 0.1

][
x1(t)

x2(t)

]

+ 0.6

[
x1(t − hx) cos2(0.5x1(t − hx))

x2(t − hx)

]

+
[

0
3

]
u(t)

+ 0.5

[
0

u(t − hu) cos2(0.5u(t − hu))

]
.

We can see that this system belongs to the class con-
sidered in Sect. 5. It is noted that the corresponding
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model parameters are given by

f1 = f3 = O, A1 = B1 = O, D1 = 0.6,

E1 = 0.5, M2 = [ 1
2 0

]
, M4 = 1

2
,

f2(x) =
[
x1 cos2(x1)

x2

]
,

f4(u) =
[

0
u cos2(u)

]
, L2 =

[ 1
2 0
0 1

]
,

L4 =
[

0
1
2

]
,

(22)

and the initial values given by

x(t) =
[−0.1t + 0.5

−5t + 0.6

]
, −hx ≤ t ≤ 0,

u(t) = −0.8t + 1.6, −hu ≤ t ≤ 0.

The delay size hx and hu are set to 0.5 and 0.4, re-
spectively. The horizon length T is chosen to be 0.8.
It is noted that this system is unstable with zero input.
For Q = I2×2 and R = 1, the final weighting matri-
ces and the corresponding feedback gains guarantee-
ing the cost monotonicity are obtained by solving the
LMI (16) in Theorem 4, which is computed as

Qf =
[

17.5913 8.1286
8.1286 4.8030

]
,

Qh =
[

1.8576 0.3229
0.3229 0.5967

]
, Rh = 0.6850,

K1 = − [
5.9016 3.4254

]
,

K2 = − [−0.0036 0.2114
]
, K3 = −0.0736.

The input and state constraints are given as follows:

U = {
u| − 4.5 ≤ u(t) ≤ 4.5

}
,

X = {
x| − 0.53 ≤ x1(t) ≤ 0.53, − 1.2 ≤ x2(t) ≤ 1.2

}
.

From this constraints, γx = 1.0771 and γu = 5.6007
are obtained according to the results of the Sect. 5.

All simulation was fulfilled in MATLAB. The step
size for numerical integration, i.e., the fourth-order
Runge–Kutta method, is chosen to be 0.01. For re-
ceding horizon implementation, the state measurement
is taken at the sample time of 0.04 second. For com-
putation, it takes about 11.3 ms to obtain the RHC at
each sampling points by using a computer with a 2.26

Fig. 1 The trajectory of the first component of the state

Fig. 2 The trajectory of the input

GHz quad-core processor. If the target system is not so
fast, we believe that the proposed control works well.
This computation burden can be alleviated by the re-
cent fast computer technology. For constrained opti-
mization, the command “fmincon” in the optimization
toolbox was used. All MATLAB source codes for this
simulation are available at the website [25].

From Figs. 1 and 2, we can see the proposed con-
strained RHC stabilizes a nonlinear time-delay system
with satisfying the state and input constraints. Figure 3
shows the trajectory of the optimal receding horizon
cost J ∗.

It is shown that the optimal receding horizon cost is
monotonically decreasing against time and converges
to zero. This monotonicity implies that the proposed
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Fig. 3 The trajectory of optimal cost

constrained RHC provides a stabilizing control for a
nonlinear time-delay system with state and input con-
straints.

7 Conclusions

This paper has first presented a stabilizing RHC for
nonlinear time-delay systems with input and state
constraints. An inequality condition on the terminal
weighting functions was presented, under which the
optimal cost has the nonincreasing monotonicity and
offers an invariant set. Putting together the cost mono-
tonicity condition and the invariant set, we have shown
the stability of the RHC. A special class of nonlinear
time delay systems and cost functions were introduced
to show the feasibility of the proposed conditions and
then illustrate the performance of the proposed RHC.
It is shown in a numerical example that the proposed
RHC guarantees the closed-loop stability and satisfies
the input and state constraints for nonlinear systems
with both input and state delays.

Acknowledgements This work was supported by Inha Re-
search Grant.

References

1. Kwon, W.H., Pearson, A.E.: A modified quadratic cost
problem and feedback stabilization of a linear system. IEEE
Trans. Autom. Control 22, 838 (1977)

2. Kwon, W., Pearson, A.E.: On feedback stabilization of
time-varying discrete linear systems. IEEE Trans. Autom.
Control 23, 479 (1978)

3. Rawlings, J., Muske, K.: The stability of constrained reced-
ing horizon control. IEEE Trans. Autom. Control 38, 1512
(1993)

4. Lee, J., Kwon, W., Choi, J.: On stability of constrained re-
ceding horizon control with finite terminal weighting ma-
trix. Automatica 34(2), 1607 (1998)

5. Kwon, W., Kim, K.B.: On stabilizing receding horizon
control for linear continuous time-invariant systems. IEEE
Trans. Autom. Control 45(7), 1329 (2000)

6. Bitmead, R., Gevers, M., Wertz, V.: Adaptive Optimal Con-
trol: The Thinking Man’s GPC. Prentice Hall, New York
(1990)

7. Bemporad, A., Morari, M.: Control of systems integrat-
ing logic, dynamics, and constraints. Automatica 35, 407
(1999)

8. Keerthi, S., Gilbert, E.: Optimal infinite-horizon feedback
laws for a general class of constrained discrete-time sys-
tems. J. Optim. Theory Appl. 57, 265 (1988)

9. Mayne, D.Q., Michalska, H.: Receding horizon control of
nonlinear systems. IEEE Trans. Autom. Control 35(7), 814
(1990)

10. Michalska, H., Mayne, D.Q.: Robust receding horizon con-
trol of constrained nonlinear systems. IEEE Trans. Autom.
Control 38(11), 1623 (1993)

11. Nicolao, G.D., Magni, L., Scattolini, R.: Stabilizing
receding-horizon control of nonlinear time-varying sys-
tems. IEEE Trans. Autom. Control 43(7), 1030 (1998)

12. Chen, H., Allgöwer, F.: A quasi-infinite horizon nonlinear
model predictive control scheme with guaranteed stability.
Automatica 34(10), 1205 (1998)

13. Wang, Z.H.: An iteration method for calculating the peri-
odic solution of time-delay systems after a Hopf bifurca-
tion. Nonlinear Dyn. 53(1–2), 1 (2008)

14. Gendelman, O.V.: Nonlinear normal modes in homoge-
neous system with time delays. Nonlinear Dyn. 52(4), 367
(2008)

15. Ghosh, D.: Nonlinear active observer-based generalized
synchronization in time-delayed systems. Nonlinear Dyn.
59(1–2), 289 (2010)

16. Krasovskii, N.: On analytical constructing of an optimal
regulator for systems with time lag. Prikl. Mat. Meh. 26,
39 (1962)

17. Eller, D.H., Aggarwal, J.K., Banks, H.T.: Optimal control
of linear time-delay systems. IEEE Trans. Autom. Control
14(6), 678 (1969)

18. Aggarwal, J.K.: Computation of optimal control for time-
delay systems. IEEE Trans. Automat. Contr., 683–685
(1970)

19. Koivo, H., Lee, E.: Controller synthesis for linear systems
with retarded state and control variables and quadratic cost.
Automatica 8, 203 (1972)

20. Kolmanovskii, V.B., Shaikhet, L.E.: Control of Systems
with Aftereffect. Transacttions of Mathematical Mono-
graphs, vol. 157. AMS, Providence (1996)

21. Kolmanovskii, V., Myshkis, A.: Introduction to the The-
ory and Application of Functional Differential Equations.
Kluwer Academic, Dordrecht (1999)



158 H.W. Yoo et al.

22. Park, J.H., Yoo, H.W., Han, S.H., Kwon, W.H.: Receding
horizon control for input delayed systems. IEEE Trans. Au-
tom. Control 53(7), 1746 (2008)

23. Kwon, W.H., Lee, Y.S., Han, S., Ahn, C.K.: Receding hori-
zon predictive control for nonlinear time-delay systems.
In: Workshop on Non-linear Predictive Control, Oxford
(2002)

24. Kwon, W.H., Lee, Y.S., Han, S.H.: General receding hori-
zon control for linear time-delay systems. Automatica
40(9), 1603 (2004)

25. Yoo, H.W., Lee, Y.S., Han, S.: m codes of constrained
receding horizon controls for nonlinear time delay systems
(2009). http://plaza.snu.ac.kr/~hwyoo/nldelay/nldelay.
html, id:crhc, password:nldelay

http://plaza.snu.ac.kr/~hwyoo/nldelay/nldelay.html
http://plaza.snu.ac.kr/~hwyoo/nldelay/nldelay.html

	Constrained receding horizon controls for nonlinear time-delay systems
	Abstract
	Introduction
	Problem formulation
	Monotonicity of the optimal cost and an invariant set
	Stability of the RHC
	A special class of nonlinear time-delay systems
	Numerical example
	Conclusions
	Acknowledgements
	References


